
First Year Quantitative Comp Exam
Spring, 2011

Part I - 203A

Instruction: Answer every question.
Suppose that random vectors ("1; "2; "3) and (x1; x2; x3) are distributed independently. The ran-

dom vector ("1; "2; "3) is normally distributed with mean (c1; c2; c3) and variance0B@ �11 0 0

0 �22 0

0 0 �33

1CA ;
while the random vector (x1; x2) is normally distributed with mean (d1; d2; d3) and variance 

!11 !12
!21 !22

!
:

The values of �ii (i = 1; 2; 3) and of !ij (i; j = 1; 2) are unknown. Let

y1 = �+ � x1 +  "1

where �; �; and  6= 0 are parameters of unknown value: Let

y2 = s(x2) + "2

where s is an unknown continuous function. Let

y3 = "3

and let y be de�ned by
y = y1 + y2 + y3

1. Derive expressions for the density of y1 conditional on x1 and for the (unconditional) density of
y; both in terms of the unknown function and parameters.

2. Derive an expression for the moment generating function of y; in terms of unknown function and
parameters.

3. Can you show that, under the above speci�cations, y1 and y2 are independently distributed?
If your answer is YES, prove that they are independently distributed. If your answer is NO,
provide a counter example.

4. Suppose that s(x2) = x2. If it is known that the value of y lies in the interval (0; 1) ; derive
an expression for the probability that y1; y2 and y3; all lie in the interval (0; 1=3) and derive an
expression for the probability that at least one yi lies in the interval (0; 1=3) :
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5. Suppose again that s(x2) = x2. Derive an expression for the expected value of y given that
y3 > 0:

6. Determine what parameters (or combination of parameters) and functions, if any, can be identi-
�ed when the function s is unknown and the only observable variables are y; x1; and x2: Answer
the same question for the case when only y and x2 are observable. Explain in detail.

7. Suppose now that y1; y2; y3; x1; and x2 are observable, that s(0) = 0; and that the density of
("1; "2; "3) is an everywhere positive unknown function, f"1;"2;"3("1; "2; "3): Determine what para-
meters, or combination of parameters, and what functions or features of functions are identi�ed.
Answer the same question when y1; y2; y3; x1; and x2 are observable, s(0) = 0; and it is known
that

f"1;"2;"3("1; "2; "3) = g"1 ("1) g"2 ("2) g"3("3)

for everywhere positive, unknown functions g"1 (�) ; g"2 (�) ; and g"3(�):
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Part II - 203B

Instruction: Answer every question.

1 Question 1

You are given a linear regression model

yi = xi1�1 + xi2�2 + xi3�3 + xi4�4 + "i

such that (i) (xi1; xi2; xi3; xi4; "i) is iid; (ii) (xi1; xi2; xi3; xi4) is independent of "i; and (iii) (xi1; xi2; xi3; xi4)
0 �

N (0; I4) and "i � N (0; 1). You would like to test

H0 : �1�2 � �3�4 = 0
H1 : �1�2 � �3�4 6= 0

Propose a test statistic, and critical value. Provide a rigorous justi�cation. Clarify whether your
justi�cation is based on asymptotic or exact �nite sample properties.

2 Question 2

You are given a linear model
yi = xi� + "i

such that xi and "i are independent of each other, and "i � N (0; 1). You are interested in � = exp (�).

1. Conclude that

Pr

24b� � 1:96qPn
i=1 x

2
i

� � � b� + 1:96qPn
i=1 x

2
i

35 = 95% (*)

Hint: The question is not looking for an approximate justi�cation. You should establish exact
equality. It can be done by �rst provingvuut nX

i=1

x2i

�b� � �� � N (0; 1) :
2. Because exp (t) is monotonically increasing in t, say, we can convince ourselves that equation (*)
implies

Pr

24exp
0@b� � 1:96qPn

i=1 x
2
i

1A � exp (�) � exp

0@b� + 1:96qPn
i=1 x

2
i

1A35 = 95% (**)

3. Using
p
n
�b� � �� d! N

 
0;

1

E
�
x2i
�!
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and delta method, prove that

p
n
�
exp

�b��� exp (�)� d! N

 
0;
(exp (�))2

E
�
x2i
� !

Also prove that
p
n
q

1
n

Pn
i=1 x

2
i

�
exp

�b��� exp (�)�
exp

�b�� d! N (0; 1)

based on which prove that

Pr

24exp�b��� 1:96 exp
�b��qPn
i=1 x

2
i

� exp (�) � exp
�b��+ 1:96 exp

�b��qPn
i=1 x

2
i

35! 95% (***)

4. Equation (**) implies that a valid 95% con�dence interval for � is0@exp
0@b� � 1:96qPn

i=1 x
2
i

1A ; exp
0@b� + 1:96qPn

i=1 x
2
i

1A1A
Approximate equality (***) implies that a valid 95% asymptotic con�dence interval for � is0@exp�b��� 1:96 exp

�b��qPn
i=1 x

2
i

; exp
�b��+ 1:96 exp

�b��qPn
i=1 x

2
i

1A
Comparison of these two con�dence intervals suggests that we may have

exp

0@b� + 1:96qPn
i=1 x

2
i

1A � exp
�b��+ 1:96 exp

�b��qPn
i=1 x

2
i

exp
�b��� 1:96 exp

�b��qPn
i=1 x

2
i

� exp
�b��� 1:96 exp

�b��qPn
i=1 x

2
i

Provide a justi�cation of such conjecture. Hint: This is an open-ended question.

3 Question 3

Consider the following two-equation model

yi1 = x
0
i1� + yi2� + "i1

yi2 = x
0
i2� + yi1� + "i2

This is a model of social interaction, where observations are drawn from pairs of individuals. The
model is such that the outcome yi1 of the �rst agent depends not only on his own characteristic
xi1 but also on the outcome yi2 of the second agent. (Your GPA not only depends on your e¤ort
and intelligence, but also on your roommate�s GPA.) Using the intuition on identi�cation of the linear
simultaneous equations models, discuss how the degree of social interaction � can be identi�ed. Discuss
your identifying assumptions in detail.
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Part III - 203C

Instruction: Answer every question.

3.1 Question 1 (20 pts.)

You are stranded on a deserted island. Suppose in your spare time you want to run a linear regression
using T observations and K variables. The T observations may represent the number of coconuts on a
palm tree, the height of the tree, and other factors; being hungry, you think a regression will help you
locate bountiful trees. You lack a computer to run the cross-sectional regression but �nd the Kalman
Filter algorithm implemented on a device that takes all the usual inputs for the Kalman Filter.

1. How can you perform your regression using the Kalman Filter?

2. You notice that trees have signi�cant variability with more mature trees (older, taller) bearing
more coconuts. How would you modify your Kalman Filter to perform generalized least squares?

3.2 Question 2 (10 pts)

The Fibonacci sequence is 1, 1, 2, 3, 5, 8, 13, ... What is the ratio of adjacent terms in the limit?
Prove your answer.

3.3 Question 3 (20 pts)

Consider a stationary process Yt given by Yt = �Yt�1 + �t. Suppose a moving average of n terms is
formed Vt;n = 1

n

Pn
k=1 Yt�k.

1. What is E(Vt;n)?

2. Show that

V ar(Vt;n) =
1

n

�
R0 + 2(1�

1

n
)R1 + 2(1�

2

n
)R2 + :::+

2

n
Rn�1

�
;

where Rj is autocovariance at lag j. Hint: Do this for n = 1; 2; 3 and �nd the pattern.

3. Contrast the solutions for V ar(Vt;n) when � is near zero or � near one? How do the V ar(Vt;n)
di¤er? Explain.

3.4 Question 4 (10 pts)

Let Xt and Yt be two random sequances. Show that SX+Y (w) = SX(w)+SY (w)+SXY (w)+SY X(w)
where SXY (w) is the cross-spectrum. Does this contradict the fact that the Fourier transform of a
sum is the sum of Fourier transforms?

3.5 Question 5 (20 pts)

Consider a real data series x0; x1; :::; xn�1 where n is even. How does the Fourier transform dx(f) relate
to the Fourier transform dy(f) if fytg = x0; x1; :::; xn�1; x0; x1; :::; xn�1, i.e. a �doubled" dataset? Does
this change if fytg = x0; x0; x1; x1; :::; xn�1; xn�1?
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