UCLA Full 98 @ TIVE METHODS
Core ExaM  Sectio- T

Choose two out of the following three questions.
1. Let X1, Xa,..., Xx be iid random variables with probability density function
1(z;0) = 2z0exp|-20) >0 6>0
(a) Find a one-dimensional sufficient statistic for 0.

Fc203a

(b) Calculate the maximum likelihood estimator § and its ssymptotic distribution.

(c) Suppose N = 200 and the maximum likelihood estimator 0 = 04. Test the
hypothesis § = 0.3 against the hypothesis @ # 0.3 at the 5% significance level

using the Wald test.
(d) Same as in c) using the Lagrange multiplier or Score test.
(¢) Same as in c) using the Likelihood Ratio test.

2. Let Xy, Xa,..., Xx be a random sample from the density
f(z;0) = 6(1 + z)~1+9

forz>0and 6> 0.

(a) Find the maximum likelihood estimator for 4.
(b) Find the maximum likelihood estimator for 1/6.
(c) Find the Cramer-Rao bound for unbiased estimators of 1/6.

(d) Is the minimum variance unbiased estimator for 6 equal to the maximum likeli-

hood estimator?

(e) Suppose the maximum likelihood estimator for 8 is equal to 1, and the number of
observations is 100. Test the hypothesis § = 1.1 at the 5% level using a likelihood

ratio test.
(f) Repeat the test using a Wald test.

3. (Y1, 2),(Y2, 23),...,(Yn, Zn) are pairs of independent and identically distributed ran-

dom variables, with common density
fYZ(yf ZIA) = 2A2 exp(—y’\ - 27"\)1

for positive y and z and zero elswhere.
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(a) Find s one-dimensional sufficient statistic for A.

(b) Find the maximum likelihood estimatar Juy for A.

(c) Is the maximum likelihood estimator the minimum variance unbiased estimator?
(d) Find the normal appraximation to the sampling distribution of A.

(e) Show that X;, defined as the minimum of ¥; and Z;, has an exponential distribu-
tion with parameter 3- A.
(f) Find the maximum likelihood estimator for A based on X, X3, ..., XN.




Section Two

Answer two of the following three questions. Use a separate bluebook for this section of the
examination.

Q-1. Given x' = (x},%3) jointly multivariate pormal, the conditional distribution of x, given x; is given by
J(xslxs) =N (g + E1aBa (xa = p4a) Tus = % g Y I
Use this result to snalyse the following peoblems.

Suppouthﬂthumhbbs,y.:mmﬂmmmm'%wm.h,p. re-
spectively. Denote the variances and covariances of these variables as oy, for 6,5 € {2,9,1). Let the
upiwhth.KZMnmmuddthenﬂabb.

A. Denote the conditional mean of y as

E(ylz,3)=a+ s +75.
Determine the constants a,B,7 as functions of the underlying mean and variance parameters
I‘h’(joh‘l, € (’»'v'}'
B. Let ¢ =y - E(yiz,3). Derive the (conditional) variance of ¢, o2.
C. Wh&thtbﬂuﬂmdmwmmﬂ?&pmmwhmmdd and
matrices involving X and 2.

Next consider the following simple regression model
n=at by + v
Maintain the assumption that (z,y, ) are trivariate normal as above.
D.Whhmﬂtbnddkuibmion[(,.ﬂ)?\’ou may express your answer in terms of the
parameters @, f, and y (ss well as other parameters).
 What is the conditional mean of the simple least squares estimator E(bXx)?
. What is the (conditional) variance of u, ol?
. Show that o? = V(e|X,2) < o3 = V(u|X).
Give two conditions under which o7 = 3.
What is the conditional distribution of b?
Show that V(§)/e2 < V(B)/e?.
_ What is the conditional (given X) distribution of the t-statistic for the hypotheses that b = §?
For each of the following conditions, describe the likely effect on the hypothesis b > B. That is,
discuss the size and the power of the t-test you analyzed in (K) relative to this hypothesis.
i. ¥>0, 05, <0.
ii. 7<0, 053 <0.
iii. y=0, 05. <0.

Q-2. Consider two, correlated AR(1) series z¢ and 2 :

PR e TOM®

2y = p:Te-1 + s
Z = pst-t + ey

where |p,| and |p,] are less than one, and n = (Mm¢, N2e) is bivariate white noise, with covariance matrix

E(nnl) =Eq = [ on o1z ]
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A. Derivﬂhcmnl.mdnrluwela..undo..dandu.hbduinthemmbum:.
and 4, Ogs.

B. Derive the first-order autocovariances, 7s(1), 7s(1), aod the first order cross autocovariancesy,, (1) 4 ¥z «(1)
for z; and 5.

C. Suppose that the true model for is given by

p=abt+tud+e,

Bmchwmumhe.nmrehuduaﬂhadludhpvhhq.hnudduﬁmmwem
opedﬂedwnbm.momhu&omthow
Daiwthpmbuhﬂtyﬂmitdtbob&nmmadnambdphmmpedﬁedw
% = Pz +w. Undetwhatpuamewrutdcﬂomdoab—!omvnduwhateondmomh
plim(b) > B, plim(b) < 7

D. Let 8¢ = g ~ zsb. Derivethelimltingfomoﬂhemaidml&tlonyg(l)oM;Tlmh,
what is the probability limit of 7-'d/@. Under what conditions does 6 display positive, first-order
serial correlation?

E. Under what conditions, if any, will iy display negative first-order serial correlation? Note that
this part of the problem is easier if you express 74(1) in terms of correlations p,, Ps, and pg,.

F. Buedupontheremlu!otu.youhsvedeﬁvedabonin(D).wmmmtontbeabﬂitydtemfor
reddualsaldwrrdmwoﬂerlndhuteﬁdeneedtbemmdmhblen.

Q-3. Again consider a short regression:
m-'-'ﬂ'eru.
when the true model includes & variable 2 :

y=frbaen = PYerdZebic |
Assumethataﬂmﬁableshzvebeenoeneeredattheirmpecﬁvesmplemeam.

A. Derive the probability limit for the least squares estimator b in the short regression.

B. Derive the probability limit of the sample average of the sqared fitted residuals 47 from the short
regression.

C. Let &} denote the difference between @] and its sample mean. Evaluate each of the following
auxiliary regressions. In each case, derive the probability Emit of the regression coefficients to
determine whether or not the auxiliary regression would provide evidence of the omitted variable
.

In each case, you may assume that the the cross products of the regressors in the auxiliary
regressions converges to some probability limit that you do not need to specify. For example, if
you are evaluating the regression @? = mAye + maha + m, you may assume that

T-'H'H -2 Qu,
where H= [hl,hzl.
i. l’l? =N+,
i, @2 = nz + 723 +
iii. '.‘z =mutn,
iv. @} = nz + 2 +
D. Suppose that z, and z are uncorrelated. How does this change the properties of these auxiliary
regressions?
E. Suppose instead that both z; and z are symmetrically distributed, and that they are independent
of one another. How does this affect the properties of the preceeding auxiliary regressions?

F. Use these results to coment on the inclusion of linear and quadratic terms in tests for heteroskedas-
ticity.
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Section Three — Use a separate bluebook when answering this Section.

Answer any two of the following three questions.

1. Consider the following model:

i Yo =AYy + Py + P35y + Baxy, + 6, )
Yo = Cuhy + Braxy, + 6, (2)
Yo = Boxy + BraXy + Bryxy + 6 3)

The joint distribution of all of &’s, conditional on all of the x’s. j = 1.23. £ = 1,.._, N, is nor-
mal with mean zero and

Cov(e,,e,)=0, ifj2korszt.

Var(e,)=05.j=123.

(a) Which equations are identified in the above system? For cach identified equation, which
restrictions on the covariances of the disturbances are necessary for the equation to be
identified? Briefly explain and justify your answers.

(b) Carefully describe how you would implement two-stage least squares estimators for the
equations which are identified. Also, characterize. as precisely as possible. the asymptotic
distributions for these estimators.

(c) Describe the form of the three stage least squares estimator for the parameters in equa-
tions that are identified.

(d) Show that the asymptotic means and variances of estimators in (b) and (<) are the same.

(¢) Someone has suggested that, as far as estimation is concerned. equation (3) can be elimi-

nated from the above svstem of equations and that ¥y, can be reclassified as exogenous in

the first two equations. Carefully evaluate this suggestion.



2. Suppose vou are asked to estimate the following Cobb-Douglas production function:
¥, = axlxlie, O

where y, is the annual output of a highly perishable good. e.g.. tomatoes. produced by the A
farm, x, is the amount of labor (person-hours) that used. xy is the amount of land (acreage)
under cultivation, & is a farm-specific stochastic component that has an unconditional zero
mean and constant variance, and a (or loga), i, and B are parameters to be estimated. As-
sume you have data on a random sample of N farms that are geographically dispersed across
the U.S. and across different markets for y.

(a) Suppose that you assume that g represents the ¢ farmer’s entrepreneurial skills which is
another input into the annual production of y.
(i) With this added assumption, discuss the statistical properties of estimating the loga,
Br. and B, using a least squares estimator. Explain your answer and the role that the
above characterization of what & represents affects your answer.

Suppose vou are also given data on the prices of land and farm labor that prevailed in the

markets in which the farms in your sample are located. Denote these prices as py, and pa.

Assume that competitive conditions prevail in the markets for the two observed factors
and that none of the farms in your sample have any power in the (factor) markets in
which they operate.

(ii) How might you use this additional price data to obtain unbiased or consistent esti-
mators of loga. Bi. and f»? Provide a careful explanation of the estimation method(s)
vou would use to exploit this data, what assumptions about this data vou would need
to maintain, and what small-sample or asymptotic propertics for the parameters you

would expect to result from your estimation methodology.

(b) In contrast to the characterization in part (a), suppose that & the weather that prevailed
during the season in which the commodity ) was raised. Furthermore, assume that

weather conditions are difficult, if not impossible. to forecast at the time that planting de-

cisions for )’ were made by farmers.

(i) With this new characterization of &. again discuss the properties of estimating the

loga. fi. and B: using a least squares estimator. Be sure to explain your answer and



the way in which this second characterization of & affects vour conclusion.

(ii) If you think that the least squares estimator in (i) will be biased (or inconsistent), pro-
pose at least one alternative estimator which would vield desirable statistical proper-
ties for loga, B, and B. Otherwise, do not answer this part of the question.




3. Consider the binary logit model for which the probability of choosing j; = 1 is:

xy=-— 1t
P(x,)zPr(y, —lI')— ]+e.7.—.!‘.—," (S)

where x; is a Kx1 vector and y and & are parameters to be estimated. re

(a) Construct the Lagrangian Multipler (LM) test statistic for testing the hypothesis that all 5f
the slope coefficients (but not the intercept) are equal to zero for the logit model. Whil
will be the distribution of this statistic under the null hypothesis? st

(b) Prove that the LM statistic in part (a) is equal to NR?, where N is the sample size and the.

N

R is for the regression of [y, ~ Pl onx;and P = ——iA'IL . [HINT: In working your way

through this part, you will find it easier to do all of your analysis conditional on xy, for aYli‘
=1...N]




