
First Year Quantitative Comp Exam
Fall, 2013

Instruction: There are three parts. Answer every question in every part. A necessary
condition for passing at the PhD Level is that you pass at least two parts at the PhD
Level.
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Part I - 203A

Question I-1

Consider the sequence of random variables fXng1n=1 that are degenerate, alternating between 0 and
1=n according to the following de�nition

Xn =

(
1
n ; if n is odd

0; if n is even

1. Show that Xn
d�! 0 (i.e. it converges to the degenerate random variable equal to 0)

2. Compute the cumulative distribution function for Xn evaluated at 0. Does this converge as
n!1? Can you reconcile your answer to this part with your answer in the previous part?

Question I-2

Let Tn be an estimator for a parameter � 2 f�1; : : : ; �kg where k is a �xed known positive integer and
Tn 2 f�1; : : : ; �kg (so that Tn only takes on a �nite number of values).

1. Show that Tn
p�! � () P(Tn = �)! 1

2. Show that n(Tn � �)
p�! 0

Question I-3

Let (X1; : : : ; Xn) be an i.i.d. sample from a N (�; 1) distribution where � 2 R is unknown. Let the
parameter of interest be

� � P(X1 < c) = �(c� �)

for some known constant c and where � is the CDF of the standard normal distribution.

1. Find the MLE of � and derive its asymptotic distribution.

2. Consider the estimator

�̂2 =
1

n

nX
i=1

I(Xi < c)

and derive its asymptotic distribution. Note that I(Xi < c) is an indicator function such that

I(Xi < c) =

(
1 if Xi < c
0 otherwise

3. Suppose that c = � = 0. Which of the two estimators would you prefer based on your asymptotic
approximations above?
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Part II - 203B

Question II-1

Suppose that
y = X� + "

where X is a nonstochastic n� k matrix with full column rank, E ["] = 0, and E [""0] = �2In. Let B
and C be nonstochastic n� k matrices with BX = CX = I, and

b� = By
and e� = Cy
Let B be chosen so that b� is the best linear unbiased estimator for �. Prove that

E

��e� � b���b� � E hb�i�0� = 0
Question II-2

Suppose thatX1; : : : ; Xn are iidN (�1; �2). Calculate the Fisher information for (�1; �2) from (X1; : : : ; Xn).
Let

s2 =
1

n� 1

nX
i=1

�
Xi �X

�2
where X = 1

n

Pn
i=1Xi. Is the variance of s

2 equal to the inverse of the Fisher information for �2?
(You are required to state the variance of s2, but you do not have to derive it. You are required to
make the comparison correctly, i.e., show that one of them is strictly bigger than the other or they
are equal to each other. )

Question II-3

Suppose we want to estimate a Cobb-Douglas production function

yi = �+ �L � li + �K � ki + "i; i = 1; : : : ; n;

where
yi = log (output) ; li = log (labor) ; ki = log (capital)

of the ith �rm. You want to estimate �L by OLS.
Suppose that the model satis�es the assumptions of Classical Linear Regression Model II (deter-

ministic regressor with full column rank, zero mean normal independent errors with same variances).
Suppose that you estimated (�; �L; �K) by OLS. (You purchased a better software.) Your computer
reported
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variable estimated coe¢ cient estimated standard error t ratio
Constant 1.000 0.4 2.5
log(labor) 0.6000 0.3 2.0
log(capital) 0.3700 0.2 1.85
Your computer also reported the estimated variance covariance matrix

Constant log(labor) log(capital)
Constant 0:16 � �
log(labor) �0:06 0:09 �
log(capital) 0:032 �0:018 0:04
The number of observations n is equal to 27, and the sum of squard residuals is equal to 0.18.

When you answer the questions below, you may assume that the critical values from the t-distribution
are identical to those from the standard normal distribution. What is the 95% con�dence interval of
�L + �K? You do not need to take the square roots, but you should �nish every other algebra, i.e.,
addition/subtraction/division/multiplication.

Question II-4

Suppose that
y�i = � � xi + "i;

Our data consist of (yi; xi; zi; Di) i = 1; : : : ; n, where (xi; zi) is nonstochastic and

yi �
(
y�i if Di = 1
0 if Di = 0

;

where

Di �
(
1 if 
 � zi + ui � 0
0 otherwise

We know that (xi; zi) is independent of ("i; ui) as well as 
"i
ui

!
� N

 "
0

0

#
;

"
�2" 0

0 �2u

#!

You decided to regress yi on xi in the subsample where Di = 1. Would you get a consistent estimator
of �? Why or why not?
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Part III - 203C

Question III-1

Suppose that fYigni=1 (n > 2) form a random sample from a normal distribution with unknown mean
� and variance �2. Consider the hypotheses H0 : �2 = �2o against H1 : �

2 6= �2o where �2o is a known
positive real number. Construct the likelihood ratio test and show that its critical region is(

fYigni=1 :
nX
i=1

(Yi � Y n)2 � c1 or
nX
i=1

(Yi � Y n)2 � c2

)

for some positive constants c1 and c2, where Y n = n�1
Pn
i=1 Yi.

Question III-2

Suppose that fYtg is an auto-regressive process, i.e.

Yt = �oYt�1 + ut,

where j�oj < 1 and ut �i.i.d.(0; �2u) with E[u4t ] <1.

1. (a) Find the explicit form of the long-run variance !2Y of fYtg.
(b) Derive the asymptotic distribution of the OLS estimator

b�n = Pn
t=2 YtYt�1Pn
t=1 Y

2
t

:

(c) Let K > 2 be any �xed positive integer. Is �o uniquely identi�ed by

E
h
(Yt � �oYt�1)Yt�K

i
= 0?

(d) Consider the following instrumental variable (IV) estimator of �o

b�ivn;K = Pn
t=K+1 YtYt�KPn
t=K+1 Yt�1Yt�K

:

Derive the asymptotic distribution of b�ivn;K .
(e) Is the IV estimator b�ivn;K a consistent estimator of �o? When your answer is "yes", (i)

compare the asymptotic variance of b�ivn;K with that of b�n; (ii) compare the asymptotic
variances of b�ivn;K1

and b�ivn;K2
with K1 6= K2; (iii) explain your �ndings in (ii) and (iii).
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Question III-3

Suppose that Yt is generated from the following model

Yt = �o + ut

where ut = �out�1 + vt with �t �i.i.d.(0; 1) and E[v4t ] <1.

1. (a) Suppose that j�oj < 1. Find the asymptotic distribution of b�n = n�1Pn
t=1 Yt.

(b) Suppose that j�oj < 1 and �o = 0. We use the data fYtgnt=1 to �t the simple AR(1) model

Yt = b�nYt�1 + bvt, where bvt = Yt � b�nYt�1
b�n = Pn

t=2(Yt � Y n)Yt�1Pn
t=1(Yt � Y n)2

and Y n = n�1
nX
t=1

Yt:

Find the probability limit �� of b�n and then derive the asymptotic distribution of b�n. (Hint:
you are supposed to show that b�n��� scaled by some sequence which diverges with sample
size n convergence in distribution to some non-degenerated random variable.)

(c) If �o = 1 and �o = 0, will your answers in (a) and (b) be changed? Please be speci�c if your
answer(s) is (are) di¤erent.

In the rest of this problem, i.e. in (d), (e), (f) and (g), we maintain the assumption
that j�oj < 1.

(d) Suppose that researcher A suggests to form 1-period ahead forecast of Yt using b�n for all t.
Then the within sample mean square predicting error is

MSPE1;n =
1

n

nX
t=1

(Yt � b�n)2:
Derive the probability limit of MSPE1;n.

(e) Suppose that researcher B suggests to form 1-period ahead forecast of Yt using b�n for all t.
Then the within sample mean square predicting error is

MSPE2;n =
1

n

nX
t=2

(Yt � b�nYt�1)2:
Derive the probability limit of MSPE2;n.

(f) Compare the results you get in (d) and (e) and explain your �ndings.

Some Useful Theorems and Lemmas

Theorem 1 (Martingale Convergence Theorem) Let f(Xt;Ft)gt2Z+ be a martingale in L2. If
suptE

h
jXtj2

i
<1, then Xn ! X1 almost surely, where X1 is some element in L2.
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Theorem 2 (Martingale CLT) Let fXt;n;Ft;ng be a martingale di¤erence array such that E[jXt;nj2+�] <
� < 1 for some � > 0 and for all t and n. If �2n > �1 > 0 for all n su¢ ciently large and
1
n

Pn
t=1X

2
t;n � �2n !p 0, then n

1
2Xn=�n !d N(0; 1).

Theorem 3 (LLN of Sample Variance) Suppose that Zt is i.i.d. with mean zero and E[Z20 ] =
�2Z <1. Let Xt =

P1
k=0 'kZt�k, where 'k is a sequence of real numbers with

P1
k=0 k'

2
k <1. Then

1

n

nX
t=1

XtXt�h !p �X(h) = E [XtXt�h] : (1)

Theorem 4 (Donsker) Let futg be a sequence of random variables generated by ut =
P1
k=0 'k"t�k =

'(L)"t, where f"tg � iid (0; �2") with �nite fourth moment and f'kg is a sequence of constants withP1
k=0 k j'kj <1. Then Bu;n(�) = n�

1
2
P[n�]
t=1 ut !d �B(�), where � = �"'(1).
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