FIRST YEAR QUANTITATIVE COMP EXaAM
FaLL 2012

INSTRUCTION: THERE ARE THREE PARTS. ANSWER EVERY QUESTION IN EVERY PART.

Part I - 203A

1. A random variable X attains the value 1 with probability 1/10, the value 2 with probability
5/10, and the value 3 with probability 4/10. Another random variable, Y, is distributed, given
X = x, with the conditional density

Fyixes () = { x exp(—zy) if 0<y

0 otherwise

(a) Let py denote the expectation of Y. Calculate py .

(b) Calculate Cov(X,Y). Are X and Y independently distributed? Explain.
(c) Calculate E[X|Y = py].

(d) Calculate Pr(X >Y).

2. The value of a random variable Y* is determined by a random vector X and a random variable
¢ according to the relationship
Y*=a+ X +e

where «, 3, and v are parameters of unknown values, X = 0 with probability 1/10 and X =1
with probability 9/10, and ¢ conditional on X = z is distributed N(z,0?). The random variable
Y is determined by
v — Y* if Y* > 0
0 otherwise

Suppose that only (Y, X) is observed.

(a) Obtain an expression for Pr(Y = 0) in terms of the unknown parameters.

(b) Determine what parameters, or functions of parameters, if any, are identified. Explain.
How would your answer change if it were known that § = 17 Explain

(¢) Suppose that v =1 and ¢ is distributed independently of X with an unknown, everywhere
positive density f.. Analyze the identification of «, 3, and f-.



(d) Suppose that v =1, 3 = 0, and that ¢ is distributed N(0,0?), independently of X
7 1 if Y* > 0
0 otherwise
and
W 1 if Y* > 2
0 otherwise

What is the joint probability density of (Z, W)? Explain.

. Let



Part 11 - 203B

1. Let
yi =xif +&
such that E [zie;] = E [z] E'[ei] and E [zjz;] # E [zi] E'[z;]. We do not assume that E [g;] = 0.
We observe (y;, i, %), i = 1,2,...,n. Is g identified? Why or why not? If it is identified,
propose a consistent estimator of # under the assumption that (y;, x;, z;) are iid, and prove that
your estimator is consistent.

2. Let
Yi = 211 + xief2 + &

/. . .. . .
such that (z;1,x2) i = 1,2,...,n are nonstochastic, and ¢; are iid with mean zero and variance

1. It is known that
Z?:l 96'221 Z?:l TilTi2 | _
S TiTi2 Yo T

Let @ denote the OLS estimator when y; is regressed on x;1 — %:L‘ig. What is the mean of 67
What is the variance of 67

N[—= =
— N[

3. Suppose that
Yi =z 01 + a0 + e

o~ ~\/
We observe (y;, i1, Zi2), where z;; = ] +u;1 and xjp = x5 +ujo. Let (ﬁl, 62) denote the OLS
estimator when y; is regressed on (z;1,x;2). You may assume that the true value of (81, B2) is
equal to (1,1); make an explicit statement if you do impose such an assumption.

a) Assume that =}, x5, €;, ui1, u;2 are independent of each other. Also assume that they all
119 42
have mean equal to zero and variance equal to one. What is the probability limit of 517 Is
plim 81 smaller than, equal to, or larger than 517

(b) Assume now that x|, x5, €;, u;1 all have mean equal to zero and variance equal to one. As
for u;o, we assume that it is identically equal to zero, i.e., there is no measurement error.
Also assume that (i) the vectors (z}},2},) and (g4, u;1) are independent of each other; (ii)
€i,u;1 are independent of each other; (iii) the covariance between z}; and z7, is p. What is
the probability limit of Bz? Is plim Bg smaller than, equal to, or larger than 37



Part I1I - 203C

1. Suppose X has the density function of the form

0 (1 —6)1=* ifz=0,1
-0) =
f(@;9) { 0 otherwise

We test Hy : 0 = 3 against Hy : @ < 1 by taking a random (i.i.d.) sample {X;}>_; with sample
size n = 5 and rejecting Hy if Y,, = Z?Zl X; is observed to be less than or equal to a constant c.

(a) Show that this is a uniform most powerful test.
(b) Find the significance level when ¢ = 1.

(c) Find the significance level when ¢ = 0.
2. Consider the following simple AR(1) model
Y = oY1 + uy, with ug ~ 4.i.d. (0,02)
where the unknown parameter «, satisfies |a| < 1.

(a) Derive the limiting distribution of the OLS estimate @, defined as

a _ Z?:l }/th—l
n— —n <5 -
Z?:l }/15271

(b) Find a consistent estimate of the asymptotic variance of the OLS estimate a,, and construct

(1)

a consistent test for the hypothesis Hy : oy = 0.

Now suppose that g, is observable only when ¢ is a odd number and you have n such
observations {Ya2;—1}}_;. In this case, the OLS estimate becomes

& — Yot Y2t71Y2t73. 2)
" Dot Y5

(c) Is @} aconsistent estimate of a? Derive the probability limit of &. Based on the probability

limit of &, find a consistent estimate of a,.
(d) Derive the limiting distribution of the consistent estimate you proposed in (c).

(e) Find a consistent estimate of the asymptotic variance of the consistent estimate of «, you
proposed in (c). Construct a consistent test for the hypothesis Hy : o, = 0.

3. The trend regression equation
Vi =aopt +u, t=1,....,n (3)

models the scalar observed time series Y; in terms of the exponential trend p’, where p > 1 is
known, a, is an unknown coefficient to be estimated and uy is i.i.d. normal (0,02) with o2 > 0.



(a) The model (3) is fitted by linear least squares regression giving coefficient estimate

Q. = Z?:l ptY;t
n="=>""5—
Doty P

Show that @, is consistent and find its limiting distribution.

(b) Using data generated from (3), the first order autoregression Y; = BnYi 1 + 0y is fitted, i.e.

2 Z?:l YiYia
L, =
>t }/t%l

and 7; is the fitted residual. Find the asymptotic behavior of Bn as n — oo.

4. Suppose that
t—1

YtZXtﬁ-Fut—FcZuS (4)
s=0

where u; ~ i.i.d. (0,1), c and [ are some unknown constants and
X=X 1+¢
where ¢, is an i.i.d. (0,1) sequence independent of us for all ¢ and s, and Xy = 0.

(a) Let AX; = Xy — X;—1 and AY; = Y; —Y;_1, what’s the limiting distribution of the following
estimate?

By = Z AX;AY,/ Z AXE.
t=2 t=2

~

(b) Based on the estimate (3, construct a consistent estimate of ¢ in (4).



